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Introduction

Asclepius: Domain-Tuned GPT
for PBPK/QSP Workflows

Asclepius is a custom GPT “chatbot” to support Physiologically Based
(PB) Pharmacokinetic (PK) and Pharmacodynamic (PD) modeling with
the Open Systems Pharmacology (OSP) suite. It provides expert
guidance on PK-Sim®, MoBi®, and the R packages ecosystem,
generating answers from the official OSP documentation and the GitHub
forum knowledge base.

Methods — Context engineering

What is context engineering? It's the practice of shaping what the
model “sees” at answer time — by curating trusted sources, retrieving
only the most relevant passages, and prompting the model to cite them
— to maximize accuracy, reproducibility, and user trust. In Asclepius,
context engineering aligns the model with OSP usage: scope the task,
retrieve authoritative snippets, and answer with sources. This reduces
hallucinations, keeps answers tool-specific (PK-Sim/MoBIi/R packages),
and makes outputs reproducible.

Figure 3: Access Asclepius via QR

How it works (high level). We maintain a curated corpus (official docs,
tutorials, release notes, forum Q&A, key GitHub repos). At question Asclepius 5 ~
time, Asclepius performs retrieval-augmented generation (RAG): it

selects the most relevant passages and injects them into the model's

working context, then produces a concise, cited answer. Lightweight

metadata (tool, version, doc type) helps disambiguate similar topics and

keeps responses scoped to the user’s task.

How do | model caffeine with PK-Sim. Give me a step by step
instruction with explanation of each step.
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Goal and overview

Below is a practical, end to end recipe to build a PBPK model for a small molecule such as caffeine in PK-Sim.

You will 1) prepare required inputs, 2) set up an individual, compound, formulation, and dosing protocol, 3)

Why we need it for OSP. OSP’s breadth and depth make free-form
search inefficient; critical instructions often live in specific sections of the
docs or in forum threads. Context engineering converts that dispersed
knowledge into a reliable, auditable answer stream—so modelers can
focus on modeling rather than documentation hunting.

create and run simulations, and 4) refine using data, sensitivity analysis, and populations. Each step includes
the why behind it and points you to the relevant PK-Sim materials in the OSP documentation. [PKSim.md]

[Suite.md] [tutorials.open-systems-pharmacology.org.md]

Step by step with explanations

1) Gather inputs and make a new PK-Sim project

1. Collect core inputs: physicochemical properties, binding information, and any available ADME
knowledge you plan to encode. Typical items include molecular weight, acid or base type and pKa, logP

Asclepius Knowledge Pipeline or logD, solubility as a function of pH, fraction unbound in plasma, blood to plasma ratio, effective

p ) . permeability or related parameters, and any known enzymatic or transporter involvement to be
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modeled. These are the levers PK-Sim uses to compute distribution and clearance. [PKSim.md]
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Figure 2: Asclepius in ChatGPT — structured answer grounded in OSP documentation.

Conclusion & Outlook
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v Next. Extensions of this approach include autonomous researcher
per-question retrieval (each round) agents that can query public biomedical resources (e.g., PubMed,
Europe PMC, ChEMBL, DrugBank, ClinicalTrials.gov) to surface
literature-derived model parameters and related evidence for OSP
tasks — always with provenance and citations. Likewise, internal Al
assistants can be built to provide governed access to organizational

Today. Asclepius combines GPT-5 with an audited OSP knowledge
base to deliver accurate, cited guidance and reproducible R code for
typical PK/PD and PBPK/QSP workflows.

User query » embed — nearest neighbors —» chunks
injected into GPT-5 prompt — grounded answer (Asclepius)

Figure 1: Context pipeline — sources — parsing/OCR — chunking/metadata — embeddings — vector store — RAG with GPT-5.

Usage

Scan the QR-Code to connect with Asclepius >>
Follow these guidelines to get the best results when using Asclepius:

* Formulate clear, specific prompts. Focus on one task at a time (e.g.,
model setup, parameterization, simulation).

Provide all necessary context. For PK/PD workflows, mention the
OSP tool (PK-Sim, MoBI, ospsuite-R, Reporting Engine).

Request structured outputs. Ask for step-by-step instructions, tables,
or lists if needed.

Use the assistant for documentation-supported tasks only. If the
information is missing, Asclepius will indicate it.

Keep prompts concise and professional. Avoid unnecessary details or
unrelated topics.
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knowledge bases and documentation (e.g., policies, SOPs, templates,
code examples).

Together, these applications illustrate how domain-tuned assistants
can expand evidence-seeking beyond OSP documentation, keep
analyses auditable via source-linked outputs, and accelerate
onboarding while standardizing best practices across projects.
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